Appendix 13: Technical Specification
 ( On company Letter Head )

	S No
	Description
	Compliance
(Yes/ No/)

	1
	Hardware
	

	1.1
	Proposed solution should support Packet – based load balancing.
	

	1.2
	Solution should integrate seamlessly with BOB Financial Solutions Ltd.’s existing architecture without missing on any of the existing network features/ functionalities.
	

	1.3
	The proposed solution must provide technical data sheets for each model of appliance proposed.
	

	
	
	

	2
	DC appliance
	

	2.1
	The proposed solution must be delivered by a physical hardware platform.
	

	2.2
	Category A (i.e Data Center Appliance) must handle the expected data centre load minimum 40 Mbps scalable upto 2 Gbps on the same hardware.
	

	2.3
	The solution should be capable of state synchronization between HA devices.
	

	2.4
	Appliance should have dual power supply.
	

	2.5
	Appliance should support minimum 2 LAN ports.
	

	2.6
	The proposed solution (DC End appliance) should manage SD‐Wan capabilities for minimum 200 locations.
	

	2.7
	Should have Session logging capability with Source IP, Destination IP, protocol, Source & Destination port with Netted IP, ISP link and date & time stamp.
	

	3
	Branch Appliance
	

	3.1
	The proposed solution must be delivered in a physical hardware platform for Branches.
	

	3.2
	Category B Appliances should be 10 mbps scalable upto 50 Mbps on the same hardware.
	

	3.3
	Category C Appliances should be 512 Kbps scalable upto 10 Mbps on the same hardware.
	

	
	[bookmark: _GoBack]The proposed solution should support minimum 4 to 8 no of network interfaces (100/1000). All interfaces should be fully populated with required transceivers, if any. 
	

	4
	SD-WAN Solution
	

	4.1
	The proposed solution must assign the path on per packet basis for both TCP and UDP sessions.
	

	4.2
	The proposed solution must support the use of diverse network links as WAN links. This must include the ability to use:
· MPLS
· DSL
· Cable
· Metro Ethernet
· Cellular Wireless such as 4G or LTE 
· Satellite
	

	4.3
	Should support static & dynamic outbound as well as inbound load balancing
	

	4.4
	Should have DNS capability for inbound load balancing
	

	4.5
	Should support load balancing algorithms for outbound:
i Round Robin
ii Weighted Average
iii Fastest Route
iv Response Time
	

	4.6
	The Hardware appliance should provide client connections state details with ICP state like syn_sent, established.
	

	4.7
	The Hardware appliance should have support forwarding of dynamic routing protocol packets.
	

	4.8
	Quality decisions used in path selection must be unidirectional, with support for asymmetric routing.
	

	4.9
	Quality determinations must be made based on the relative quality of each possible link, not on fixed values or thresholds.
	

	4.10
	If DSCP tags are used to assign traffic to an MPLS queue and if the demand exceed the amount of traffic available on a given queue, then the solution must direct traffic to use multiple queues simultaneously.
	

	4.11
	Should have an option to define inbound/outbound Kbps limit of throughput of any given link.
	

	4.12
	If a link carrying application traffic fails, the application traffic must be moved from the failed link to a functioning link in millisecond.
	

	4.13
	The proposed solution must have ability to reorder any packets that are retransmitted during a failover.
	

	4.14
	Should provide details of client routed to each link with IP & port details.
	

	4.15
	Should be able to automatically load balance and fail over VoIP, VPN, and Thin Clients.
	

	4.16
	Adaptive Bandwidth Detection is applicable to networks with LOS, Microwave, 4G/LTE WAN Links, for which the available bandwidth varies based on weather and atmosphere conditions, location, and line of site obstructions. The proposed solution should adjust the bandwidth rate on the WAN Link dynamically based on a defined bandwidth range (minimum and maximum WAN link rate) to use the maximum amount of available bandwidth.
	

	4.17
	Should support selective encryption so that data on MPLS lines are not encrypted if needed
	

	4.18
	The solution should be capable to send Email alerts on meeting/ exceeding user defined byte count thresholds.
	

	4.19
	The solution should support open standard redundancy protocol e.g.VRRP.
	

	4.20
	Should support transparent & stateful failover between 2 devices using client table mirroring
	

	4.21
	The solution must be able to define classes of application traffic and apply Quality‐of‐Service policies to each class.
	

	4.22
	QoS policies should be centrally defined and can be applied to classes of applications and individual applications.
	

	4.23
	Should support Minimum & Maximum bandwidth allocation limit for traffic shaping & Should support Two‐Way bandwidth management
	

	4.24
	QoS policies must control Priority assigned to application traffic as it enters the WAN.
	

	4.25
	QoS policies must control Amount of minimum bandwidth to be allocated.
	

	4.26
	QoS policies must control Overall share of network resources should be allocated.
	

	4.27
	If a failure of one or more network links occur and there isn’t enough remaining bandwidth to service all current sessions, current sessions should be adjusted to conform with the QoS policies.
	

	4.28
	The solution should dynamically throttle traffic on sending appliance when the ingress traffic exceeds the maximum share for an application.
	

	4.29
	The solution must preserve and reflect any pre‐existing TOS/Diffserv QoS settings on traffic that is sent across the WAN.
	

	4.30
	The solution must be able to perform priority queuing in order to prioritize packet flows for each traffic class.
	

	4.31
	To ensure high application performance for bandwidth intensive applications such as multi‐media streaming, backups, and large file transfers, the solution should be able to leverage multiple links simultaneously for a single application session.
	

	4.32
	The solution should be able to load balance across links simultaneously, or leverage the secondary link for spill‐over if the bandwidth required for one session exceeds the available bandwidth on the best link.
	

	4.33
	The links that are bound together to meet this requirement must include the ability to bind multiple MPLS links and an MPLS link with a public Internet link.
	

	4.34
	If the bandwidth of a single session exceeds that available on any single link, the session must be able to use multiple links simultaneously.
	

	4.35
	The solution should be able to build connections dynamically between two sdwan devices, leveraging multiple links and apply logic for best path selection, traffic switching, QoS, and dynamic link bonding.
	

	4.36
	The solution should feature a reliable retransmission mode.
	

	4.37
	The receiving device can initiate a retransmit from a sending device for a lost packet to assist with the recovery of lost packets.
	

	4.38
	This ability must exist to retransmit any packets lost during a failover for both UDP and TCP traffic.
	

	4.39
	To ensure high application performance for real‐time applications, such as voice, the solution should be able to duplicate a session’s traffic for a given application.
	

	4.40
	The solution should provide secure connectivity to cloud service providers.
	

	4.41
	The solution should support direct connection of each branch or selected branches to the cloud.
	

	4.42
	The solution should support a topology where cloud‐directed traffic is backhauled through the data center.
	

	4.43
	The secure connectivity should be based upon IPSec.
	

	4.44
	The solution must support an authentication capability to authenticate a remote peer WAN device before forming overlay network.
	

	4.45
	The solution must support auto rotating encryption keys.
	

	4.46
	The proposed solution must not compromise user data. Data flowing across the devices must be encrypted
	

	4.47
	The solution must support RADIUS and TACACS+ for authenticated administrator access.
	

	4.48
	The solution must support SSL for access the management webGUI.
	

	4.49
	The solution should support routing domains that allow for building multiple virtual networks that separate traffic, can carry overlapping IP address ranges, allow the application of distinct security and QoS policies for a subset of data and provide overall application security.
	

	4.50
	The proposed solution should support IPsec virtual paths, enabling third‐party devices to terminate IPsec VPN Tunnels on the LAN or WAN side of the appliance.
	

	4.51
	The solution must be deployable in‐path using bypass interfaces in a large core data center, where a large and diverse mix of application traffic make it difficult and very tedious to configure and manage ACL’s and traffic redirection lists for PBR (policy based routing) or Dynamic Routing Protocol.
	

	4.52
	Must support standard functions such as DHCP, Edge Gateway.
	

	4.53
	The solution must integrate transparently into the existing routing infrastructure. The solution must be completely transparent to existing routing protocols (e.g., OSPF, RIP, BGP, etc.).
	

	4.54
	The solution must include the ability to support the following topologies:
· Hub and spoke
· Full mesh
· Partial/regional mesh
· Dynamic mesh (with meshed connections built automatically as traffic exceeds threshold levels.
	

	4.55
	The solution must be configurable so as to easily disable all overlay tunnel across the devices
	

	4.56
	The solution should be capable of learning and advertising dynamic routes. BGP and OSPF must be supported.
	

	4.57
	This features provides a firewall built into the SD‐WAN application. 
	

	4.59
	Applying Global Policy Templates
	

	4.60
	Support for Port Address Translation for traffic to the Internet on an untrusted port, as well as port forwarding inbound and outbound
	

	4.61
	Provide Static Network Address Translation (Static NAT)
	

	4.62
	Provide Dynamic Network Address Translation (Dynamic NAT)
	

	4.63
	The solution must support a centralized automatic initial configuration process, including automatic registration of newly deployed appliances into the Central Manager.
	

	4.64
	The solution must support flexible hierarchical group management, including for group‐based configuration changes and software updates. Appliances may be grouped according to a hierarchical structure that affords easy management of hundreds of appliances.
	

	4.65
	The solution must support centralized monitoring of deployed appliances, including health reporting and archival of log messages.
	

	4.66
	To facilitate the rapid rollout of devices it is strongly desired to use a zero‐touch
	

	4.67
	The solution must present reporting information on an hourly, daily, weekly, or monthly basis.
	

	4.68
	The solution must support configuration through a web‐based GUI
	

	4.69
	The Solution should provide HTTP / HTTPS/ SSH/ Telnet/ CLI interface management
	

	4.70
	The Solution Should support SNMP V1, V2c, V3
	

	4.71
	The Proposed solution must interoperate with SyslogNG
	

	4.72
	The solution must support time configuration through NTP.
	

	4.73
	The solution must include a comprehensive logging capability.
	

	4.74
	Logs must be retained in each individual device for a period of at least 30 days.
	

	4.75
	The solution must be capable of exporting traffic statistics to AppFlow or Netflow collectors.
	

	4.76
	All configuration, management, and reporting functions should be accessible through the individual device management interface.
	

	4.77
	The solution must provide Virtual Link Quality (Packet loss, Jitter , Latency) report for daily, weekly, monthly, yearly etc.
	

	4.78
	The solution must provide Individual Link Quality (Packet loss, Jitter , Latency) report for daily, weekly, monthly, yearly etc.
	

	4.79
	The solution should provide Email notification to administrator of link failure.
	

	4.80
	The solution should facilitate the rapid rollout of devices via a zero touch deployment service which uses two‐factor certification to securely activate branches without technical intervention or the need to log into the appliance.
	

	4.81
	The solution must support high availability options for data center appliances. Failover must be sub‐second.
	

	4.82
	The devices and software should be supported by the OEM on a 24x7 basis through a global Technical Assistance Center (TAC).
	





